Disinformation, Hate speech and Incitement in Southeast Asia

While instances of hate speech and disinformation are present across the region, as tabulated by the CSIS Hate Speech Dashboard that looks at Indonesia’s ongoing levels of hate speech on Twitter, and via other sources from across Southeast Asia, since the outbreak of hostility in Gaza between Israel and Hamas hate speech and disinformation has spread rapidly, especially on social media platform X. In China, hate speech aimed at both Jews and Palestinians is flourishing on Wiebo, with Chinese officials seemingly reluctant to remove the content. As investigated by CNA who focused on content posted in Indonesia, Malaysia and Singapore, there has been a growing and steady stream of disinformation and misinformation being uploaded to TikTok about the conflict, and the investigation suggests that this conflict “takes on a different, perhaps more pernicious dimension in Southeast Asia” as compared to the conflict in the Ukraine. This is largely due to the region’s Muslim population identifying with Palestinians, with one Indonesian poster suggesting that “Indonesians were supporting the Palestinians not only because of their shared religion, but because they feel ‘Israel’s retaliatory actions that (could) lead to genocide should be condemned’.” Across the region there are further reports of people aligning with either Israel or Palestinians due to their own government’s leanings. For example, in Thailand there has been a rise in anti-Muslim sentiment due to the government’s support of Israel and the many Thai lives lost when Hamas murdered over a thousand people in Israel. Contrastingly, in Indonesia there is support for Palestinians due to long-standing political and humanitarian interests in Gaza.

While not directly associated with the risk of incitement due to hate speech, but more a consideration for the future, AI is being considered by ASEAN states as a means of building business opportunity without thinking through what this technology might mean in terms of human rights; that is, via an ASEAN “AI Guide” that recommend policies that are “voluntary and are meant to guide domestic regulation” but are at the discrepancy of each individual nation and where focus is on economic benefit. As reported, “the guide warns of the risks of AI being used for misinformation, ‘deepfakes’, and impersonation, but leaves it to individual countries to work out the best way to respond.” This has come in response to EU ministers who have called for Southeast Asia to adopt the EU’s AI policies that, to date, have been largely ignored. While not wanting “full harmonisation” of the EU’s policies, the Dutch Minister for Digitalisation is hoping that the two regions “come together on the basic principles of human rights,” something largely lacking in the ASEAN guide.

Recommendations

governments should:

1. Realise the importance of direct fake news, hate speech and danger speech legislation, and implement this legislation in its civil and penal codes.
2. Work to recognise the difficulties associated with Chat GPT or GPT, when combined with deepfake and AI technology.
3. Work with the private sector, including social media sites and internet companies more broadly, to implement a range of generic policy measures across the region, rather than on a state-by-state basis.
4. Work with CSOs and NGOs at large-scale educational programmes for all ages and all users.
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